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#### Abstract

In this paper we study the boundedness of solutions of some thirdorder delay differential equation in which $h(x)$ is not necessarily differentiable but satisfy a Routh-Hurwitz condition in a closed interval $[\delta, k a b] \subset(0, a b)$.
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## 1 Introduction

This paper studies certain qualitative property of solutions of the delay differential equation

$$
\begin{equation*}
\dddot{x}+a \ddot{x}+b \dot{x}+h(x(t-r))=p(t, x, \dot{x}, \ddot{x}), \tag{1.1}
\end{equation*}
$$

where $a, b$ and $r$ are positive constants, $h$ and $p$ are continuous functions in their respective arguments.

So far in the literature, much work have been done on the qualitative study (especially, stability and boundedness) of solutions of equation (1.1) (see [18]), as well as of some general equations (see [1],[12]-[17]) using the second (direct) method of Lyapunov ([1]-[18]) by considering Lyapunov functionals and obtaining conditions which ensure the qualitative behavior of solutions of the problem. Often, authors assume $h$ differentiable and make use of the generalized RouthHurwitz conditions ([1], [11]-[18]) in one form or the other. The Routh-Hurwitz condition on $h$, when specialized to the equation (1.1), usually takes the form
of restricting $\frac{h(x)}{x}(x \neq 0)$ and/or $h^{\prime}(x)$ to lie in the (open) "Routh-Hurwitz interval" $(0, a b)$.

In the present work, we discuss the boundedness of solutions of (1.1) in which $h$ is not necessarily differentiable (unlike in [18]), and we shall restrict $\frac{h(x)}{x}(x \neq 0)$ to lie in some special sub-interval of the Routh-Hurwitz interval $(0, a b)$. We shall specifically confine our treatment here to the (closed) subinterval

$$
\begin{equation*}
I_{0} \equiv[\delta, k a b] \tag{1.2}
\end{equation*}
$$

where $\delta>0$ is an arbitrary constant and

$$
\begin{equation*}
k=\min \left\{\frac{\alpha a(1-\beta)}{2(a+2 \alpha)^{2}}, \frac{\alpha b(1-\beta)}{a(a+\alpha)^{2}}\right\}<1 \tag{1.3}
\end{equation*}
$$

with the corresponding Routh-Hurwitz restriction on $h$ taken up in the form

$$
\begin{equation*}
\frac{h(\xi)}{\xi} \in I_{0} \tag{1.4}
\end{equation*}
$$

for some designated $\xi \neq 0$.
It is not claimed that the value of the constant $k$ given by (1.3) is necessarily the best possible for the result obtained.

## 2 Preliminary results

Let us give some definitions and a boundedness criterion for the general nonautonomous delay differential system

$$
\begin{equation*}
x^{\prime}=f\left(t, x_{t}\right), \quad x_{t}=x(t+\theta), \quad-r \leq \theta \leq 0, \quad t \geq 0, \tag{2.1}
\end{equation*}
$$

where $f:[0, \infty) \times C_{H} \rightarrow \mathbb{R}^{n}$ is a continuous mapping, $f(t, 0)=0$, we assume that $f$ takes bounded sets to bounded sets in $\mathbb{R}^{n}$. Here $(C,\|\cdot\|)$ is the Banach space of continuous functions $\phi:[-r, 0] \rightarrow \mathbb{R}^{n}$ with the sup-norm, $r>0$, and

$$
C_{H}:=\left\{\phi \in C\left([-r, 0], \mathbb{R}^{n}\right):\|\phi\| \leq H\right\}
$$

is an open $H-$ ball in $C$. The standard existence theory [3] implies that if $\phi \in C_{H}$ and $t \geq 0$, then there exists at least one continuous solution $x\left(t, t_{0}, \phi\right)$ satisfying Eq.(2.1) for $t>t_{0}$ on $\left[t_{0}, t_{0}+\alpha\right)$ and such that $x_{t}(t, \phi)=\phi$, where $\alpha$ is a positive constant. If there exists a closed subset $B \subset C_{H}$ such that solutions remain in $B$, then $\alpha=\infty$. In what follows, the symbol $|\cdot|$ stands for the norm in $\mathbb{R}^{n}$ with

$$
|x|=\max _{1 \leq i \leq n}\left|x_{i}\right|
$$

Definition 2.1 [3] A continuous strictly increasing function $W:[0, \infty) \rightarrow[0, \infty)$ such that $W(0)=0$ and $W(s)>0$ for $s>0$, is called a Hahn function. (We denote Hahn functions by $W$ or $W_{i}$, where $i$ is an integer.)

Definition 2.2 [3] A function $V:[0, \infty) \times D \rightarrow[0, \infty)$ is said to be positive definite if $V(t, 0)=0$ and there exists a Hahn function $W_{1}$ with $V(t, x) \geq$ $W_{1}(|x|) ; V$ is said to have an infinitesimal upper limit if there exists a Hahn function $W_{2}$ with the condition $V(t, x) \leq W_{2}(|x|)$.

Definition 2.3 [16] A continuous functional $V:[0, \infty) \times C_{H} \rightarrow[0, \infty)$ satisfying a local Lipschitz condition with respect to $\phi$ is called a Lyapunov functional for Eq.(2.1) if there exists a Hahn function satisfying the following conditions:
(a) $W(|\phi(0)|) \leq V(t, \phi)$ and $V(t, 0)=0$;
(b) $\dot{V}_{(2.1)}\left(t, x_{t}\right)=\lim \sup _{h \rightarrow 0}(1 / h)\left[V\left(t+h, x_{t+h}\left(t_{0}, \phi\right)\right)-V\left(t, x_{t}\left(t_{0}, \phi\right)\right)\right] \leq 0$.

Lemma 2.4 [3] Let $V:[0, \infty) \times C_{H} \rightarrow \mathbb{R}$ be a continuous functional satisfying the local Lipschitz condition. Suppose that the following conditions are satisfied:
(i) $W(|x(t)|) \leq V\left(t, x_{t}\right) \leq W_{1}(|x(t)|)+W_{2}\left(\int_{t-r}^{t} W_{3}(|x(s)|) d s\right)$;
(ii) $\dot{V}_{(2.1)} \leq-W_{3}(|x(t)|)+M$ for some $M>0$, where $W(r)$ and $W_{i}(i=1,2,3)$ are Hahn functions.
Then the solutions of Eq.(2.1) are uniformly bounded and uniformly finitely bounded for bound $B$.

## 3 Main result

Before we state our result in this section, we write equation(1.1) in the equivalent system form

$$
\begin{align*}
& \dot{x}=y, \quad \dot{y}=z \\
& \dot{z}=-a z-b y-h(x)+H(r, x) \int_{t-r}^{t} y(s) d s+p(t, x, y, z) \tag{3.1}
\end{align*}
$$

where

$$
H(r, x)=\frac{h(x(t))-h(x(t-r))}{x(t)-x(t-r)}
$$

We shall constantly refer to (3.1) subsequently in our discussion.
The following will be our main result.
Theorem 3.1 Further to the basic assumptions on $h$ and $p$, assume that the following conditions are satisfied
(i) (1.4) holds for $\xi \neq 0$;
(ii) $|H(r, x)| \leq L$ (a positive constant) for all $x \in \mathbb{R}$;
(iii) $|p(t, x, y, z)| \leq \Delta_{0}+\Delta_{1}(|x|+|y|+|z|)$ for some positive constants $\Delta_{0}$ and $\Delta_{1}$ uniformly in $t \geq 0$.
Then if $\Delta_{1}$ is sufficiently small, the solutions of the system (3.1) are uniformly bounded and uniformly ultimately bounded, provided that

$$
r<\min \left\{\frac{\delta}{L}, \frac{\alpha}{L\left(1+2 \alpha a^{-1}\right)}, \frac{2 \beta a b}{L\left[2 a+2 \alpha\left(1+a^{-1}\right)+b(1-\beta)\right]}\right\}
$$

Proof The main tool in the proof is the Lyapunov functional

$$
\begin{align*}
2 V\left(x_{t}, y_{t}, z_{t}\right)= & \beta(1-\beta) b^{2} x^{2}+\beta b y^{2}+2 \alpha b a^{-1} y^{2}+\alpha a^{-1} z^{2}+\alpha a^{-1}(a y+z)^{2} \\
& +(z+a y+(1-\beta) b x)^{2}+\lambda \int_{-r}^{0} \int_{t+s}^{t} y^{2}(\theta) d \theta d s \tag{3.2}
\end{align*}
$$

where $0<\beta<1$ and $\alpha>0$ are constants.
Obviously, the function $V\left(x_{t}, y_{t}, z_{t}\right)$ is positive definite since each term of (3.2) is positive. Hence the condition (i) of Lemma 2.4 is satisfied. Now let us compute the time derivative of the functional $V\left(x_{t}, y_{t}, z_{t}\right)$ for the solution $\left(x_{t}, y_{t}, z_{t}\right)$ of system (3.1). By $\dot{V}$, we denote the time derivative of the function $V=V\left(x_{t}, y_{t}, z_{t}\right)$ for the solution $\left(x_{t}, y_{t}, z_{t}\right)$ of the system (3.1). Then

$$
\begin{equation*}
\frac{d}{d t} V\left(x_{t}, y_{t}, z_{t}\right)=-U_{1}-U_{2}-U_{3}+U_{4}+U_{5} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{aligned}
U_{1} & =\frac{1}{2}(1-\beta) b h(x) x+\beta a b y^{2}+\frac{1}{2} \alpha z^{2} \\
U_{2} & =\frac{1}{4}(1-\beta) b h(x) x+\alpha b y^{2}+(\alpha+a) h(x) y \\
U_{3} & =\frac{1}{4}(1-\beta) b h(x) x+\frac{1}{2} \alpha z^{2}+\left(1+2 \alpha a^{-1}\right) h(x) z \\
U_{4} & =\left((1-\beta) b x+\left(1+2 \alpha a^{-1}\right) z+(\alpha+a) y\right) H(r, x) \int_{t-r}^{t} y^{2}(\theta) d \theta \\
& +\lambda r y^{2}-\lambda \int_{t-r}^{t} y^{2}(\theta) d \theta \\
U_{5} & =\left((1-\beta) b x+\left(1+2 \alpha a^{-1}\right) z+(\alpha+a) y\right) p(t, x, y, z)
\end{aligned}
$$

Next, we derive estimates for some $U_{j}, j=2,3,4,5$.
There exist positive constants $k_{1}, k_{2}$ such that

$$
\begin{aligned}
U_{2}=\frac{1}{4} \frac{h(x)}{x} & \left((1-\beta) b-k_{1}^{-2}(\alpha+a) \frac{h(x)}{x}\right) x^{2}+\left(\alpha-k_{1}^{2}(\alpha+a)\right) y^{2} \\
& +\left(k_{1}(\alpha+a)^{\frac{1}{2}} y+2^{-1} k_{1}^{-1}(\alpha+a)^{\frac{1}{2}} h(x)\right)^{2}
\end{aligned}
$$

and

$$
\begin{gathered}
U_{3}=\frac{1}{4} \frac{h(x)}{x}\left((1-\beta) b-k_{2}^{-2}\left(1+2 \alpha a^{-1}\right) \frac{h(x)}{x}\right) x^{2} \\
+\left(\frac{1}{2} \alpha-k_{2}^{2}\left(1+2 \alpha a^{-1}\right)\right) z^{2}+\left(k_{2}\left(1+2 \alpha a^{-1}\right)^{\frac{1}{2}} z+2^{-1} k_{2}^{-1}\left(1+2 \alpha a^{-1}\right)^{\frac{1}{2}} h(x)\right)^{2}
\end{gathered}
$$

We observe that $U_{2} \geq 0$ provided

$$
\frac{\delta(\alpha+a)}{b(1-\beta)} \leq k_{1}^{2} \leq \frac{\alpha b}{\alpha+a}
$$

with

$$
\begin{equation*}
\delta \leq \frac{h(x)}{x} \leq \frac{\alpha(1-\beta) b^{2}}{(\alpha+a)^{2}} . \tag{3.4}
\end{equation*}
$$

Similarly, $U_{3} \geq 0$ provided

$$
\frac{\delta\left(1-2 \alpha a^{-1}\right)}{b(1-\beta)} \leq k_{2}^{2} \leq \frac{\alpha a}{2(a+2 \alpha)}
$$

with

$$
\begin{equation*}
\delta \leq \frac{h(x)}{x} \leq \frac{\alpha(1-\beta) a^{2} b}{2(a+2 \alpha)^{2}} \tag{3.5}
\end{equation*}
$$

Combining all the inequalities in (3.4) and (3.5), we have for all $x, y, z$ in $\mathbb{R}$,

$$
\begin{equation*}
U_{j} \geq 0 \quad(j=2,3) \tag{3.6}
\end{equation*}
$$

if

$$
\delta \leq \frac{h(x)}{x} \leq k a b \quad \text { with } k=\min \left\{\frac{\alpha(1-\beta) b}{a(\alpha+a)^{2}}, \frac{\alpha(1-\beta) a}{2(a+2 \alpha)^{2}}\right\}<1 .
$$

By condition (ii) of Theorem 3.1, and using $2 u v \leq u^{2}+v^{2}$, we have

$$
\begin{gathered}
\left|U_{4}\right| \leq \frac{1}{2}(1-\beta) b L r x^{2}+\frac{1}{2}(\alpha+a) L r y^{2}+\frac{1}{2}\left(1+2 \alpha a^{-1}\right) L r z^{2} \\
+\frac{1}{2} L\left((1-\beta) b+(\alpha+a)+\left(1+2 \alpha a^{-1}\right)\right) \int_{t-r}^{t} y^{2}(\theta) d \theta+\lambda r y^{2}-\lambda \int_{t-r}^{t} y^{2}(\theta) d \theta .
\end{gathered}
$$

If we choose $\lambda=\frac{1}{2} L\left((1-\beta) b+(\alpha+a)+\left(1+2 \alpha a^{-1}\right)\right)>0$ we must have that

$$
\begin{align*}
\left|U_{4}\right| & \leq \frac{1}{2} \operatorname{Lr}\left((1-\beta) b x^{2}\right. \\
& \left.+\left(1+(1-\beta) b+2\left(a+\alpha+2 \alpha a^{-1}\right)\right) y^{2}+\left(1+2 \alpha a^{-1}\right) z^{2}\right) \tag{3.7}
\end{align*}
$$

Now, considering $U_{5}$, and using condition (iii) of Theorem 3.1 we have that

$$
\begin{align*}
\left|U_{5}\right| & \leq\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right) \Delta_{0} \\
& +\Delta_{1}\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right)(|x|+|y|+|z|) . \tag{3.8}
\end{align*}
$$

Combining the estimates (3.6), (3.7) and (3.8) in (3.3), we obtain

$$
\begin{gathered}
\frac{d}{d t} V\left(x_{t}, y_{t}, z_{t}\right) \leq-\frac{1}{2}(1-\beta) b\left(\frac{h(x)}{x}-L r\right) x^{2} \\
-\left(\beta a b-\frac{1}{2} \operatorname{Lr}\left(2\left(\alpha+a+2 \alpha a^{-1}\right)+b(1-\beta)\right)\right) y^{2} \\
-\frac{1}{2}\left(\alpha-L r\left(1+2 \alpha a^{-1}\right)\right) z^{2}+\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right) \Delta_{0} \\
+\Delta_{1}\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right)(|x|+|y|+|z|)
\end{gathered}
$$

Now, if we choose

$$
r<\min \left\{\frac{\delta}{L}, \frac{\alpha}{L\left(1+2 \alpha a^{-1}\right)}, \frac{2 \beta a b}{L\left(2 a+2 \alpha\left(1+a^{-1}\right)+b(1-\beta)\right)}\right\}
$$

we get

$$
\begin{gathered}
\frac{d}{d t} V\left(x_{t}, y_{t}, z_{t}\right) \\
\leq-\gamma\left(x^{2}+y^{2}+z^{2}\right)+\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right) \Delta_{0} \\
+\Delta_{1}\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right)(|x|+|y|+|z|) \\
\leq-\left(\gamma-\Delta_{1} \Delta\right)\left(x^{2}+y^{2}+z^{2}\right)+\left((1-\beta) b|x|+(\alpha+a)|y|+\left(1+2 \alpha a^{-1}\right)|z|\right) \Delta_{0},
\end{gathered}
$$

where

$$
\begin{array}{r}
\Delta=\frac{1}{2} \max \left\{4 b(1-\beta)+\alpha+a+1+2 \alpha a^{-1}, 4(\alpha+a)+b(1-\beta)+1+2 \alpha a^{-1}\right. \\
\left.\alpha+a+b(1-\beta)+4\left(1+2 \alpha a^{-1}\right)\right\}
\end{array}
$$

and $\gamma$ is some positive constant.
If we choose $\Delta_{1}<\frac{\gamma}{\Delta}$, then there is some $\theta>0$ such that

$$
\begin{gathered}
\frac{d}{d t} V\left(x_{t}, y_{t}, z_{t}\right) \leq-\theta\left(x^{2}+y^{2}+z^{2}\right)+n \theta(|x|+|y|+|z|) \\
=-\frac{\theta}{2}\left(x^{2}+y^{2}+z^{2}\right)-\frac{\theta}{2}\left((|x|-n)^{2}+(|y|-n)^{2}+(|z|-n)^{2}\right)+\frac{3 \theta}{2} n^{2} \\
\leq-\frac{\theta}{2}\left(x^{2}+y^{2}+z^{2}\right)+\frac{3 \theta}{2} n^{2}, \text { for some } n, \theta>0 .
\end{gathered}
$$

Thus condition (ii) of Lemma 2.4 is satisfied by taking

$$
W_{3}(r)=\frac{\theta r^{2}}{2} \quad \text { and } \quad M=\frac{3 \theta n^{2}}{2}
$$

## References

[1] Afuwape, A. U., Omeike, M. O.: On the stability and boundedness of solutions of a kind of third order delay differential equations. Appl. Math. Comput. 200 (2008), 444-451.
[2] Burton, T. A.: Volterra Integral and Differential Equations. Mathematics in Science and Engineering, 167, Academic Press, Inc., Orlando, FL, 1983.
[3] Burton, T. A.: Stability and Periodic Solutions of Ordinary and Functional-differential Equations. Mathematics in Science and Engineering, 167, Academic Press, Inc., Orlando, FL, 1985.
[4] Burton, T. A., Zhang, S. N.: Unified boundedness, periodicity, and stability in ordinary and functional-differential equations. Ann. Mat. Pura Appl. 145 (1986), 129-158.
[5] Gopalsamy, K.: Stability and Oscillations in Delay Differential Equations of Population Dynamics. Mathematics and Its Applications, 74, Kluwer Academic Publ., Dordrecht, 1992.
[6] Hale, J.: Theory of Functional Differential Equations. 2nd ed., Applied Mathematical Sciences, Springer-Verlag, New York, Heidelberg, 1977.
[7] Kolmanovskii, V., Myshkis, A.: Introduction to the Theory and Applications of Functional-Differential Equations. Mathematics and Its Applications, 74, Kluwer Academic Publ., Dordrecht, 1999.
[8] Li, S., Wen, L.: Functional Differential Equations. Human Science and Technology Press, 1987.
[9] Makay, G.: On the asymptotic stability of the solutions of functional-differential equations with infinite delay. J. Diff. Eqns 108 (1994), 139-151.
[10] Qin, Y., Liu, Y., Wang, L.: Stability of Motion for Dynamics Systems with Delay. Academic Press, Beijing, 1966.
[11] Reissig, R., Sansone, G., Conti, R.: Nonlinear Differential Equations of Higher Order. Noordhoff Inter. Pub., Leyden, 1974.
[12] Sadek, A. I.: Stability and boundedness of a kind of third-order differential system. Appl. Math. Lett. 16 (2003), 657-662.
[13] Sadek, A. I.: On the stability of solutions of some non-autonomous delay differential equations of the third order. Asymptot. Anal. 43 (2005), 1-7.
[14] Tunc, C.: New results about stability and boundedness of solutions of certain nonlinear third-order delay differential equations. Arab. J. Sci. Eng. Sect. A Sci. 31 (2006), 185-196.
[15] Tunc, C.: Stability and boundedness of solutions of nonlinear differential equations of third-order with delay. Differ. Protessy Upr. 3 (2007), 1-13.
[16] Tunc, C.: On the boundedness of solutions of third order differential equations with delay. Differential Equations 44, 4 (2008), 464-472.
[17] Yoshizawa, T.: Stability theory by Lyapunov's second method. Publications of the Mathematical Society of Japan, Tokyo, 1966.
[18] Zhu, Y. F.: On stability, boundedness and existence of periodic solution of a kind of third order nonlinear delay differential system. Ann. Diff. Eqs 8 (1992), 249-259.

